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Participation in Population Studies
Patricia Hartge

Many areas of epidemiologic practice are flourishing as population registries, and
other large databases make it easier than ever to collect the information researchers

seek on virtually all the individuals they have defined as eligible. Meanwhile, in studies
that require participants to respond (by being interviewed or completing a questionnaire,
or by providing biologic samples), epidemiologists face a real and growing threat from
nonparticipation. We are not alone in our predicament, because survey researchers in
general report that they must spend more effort to get even moderate response rates. It
appears that the very high response rates of earlier decades are no longer within reach
today. We must first understand the scope and nature of the problem, soberly evaluate our
current practices, and then look for major changes that will take us forward.

Are Response Rates Today Actually Poor?
To assess the state of response rates, we rely on reporting in the journal articles. Analytic

epidemiology studies published in 2003 in 10 high-impact journals in epidemiology (American
Journal of Epidemiology; Annals of Epidemiology; Cancer Epidemiology, Biomarkers and
Prevention; EPIDEMIOLOGY; International Journal of Epidemiology; and Journal of Clin-
ical Epidemiology), public health (American Journal of Public Health), and medicine (Lancet,
New England Journal of Medicine, and Journal of the American Medical Association) showed
remarkable patterns both in the reporting of response rates and in the rates achieved.1

Authors provided some information on participation—either the “response rate” of
participants divided by the total eligible or the “participation rate” of participants divided
by the subtotal of eligible living persons approached for the study (or the numbers with
which to calculate one or both rates)—for only 41% of cross-sectional, 56% of case–
control, and 68% of cohort studies. Publications in 2003 included studies conducted over
many years; average participation fell from 1970 to 2002 for all designs and most steeply
for controls in population-based studies. In such control groups, participation rates of 70%
and response rates of 50% are not uncommon today. During the past 3 decades,
proportionally more studies have collected biologic specimens, but fewer than 3 in 10
reported participation for the specimen component.

Is Poor Participation Introducing Substantial Bias in our Estimates?
Epidemiologists measure the association between an exposure and health outcome

by choosing the right effect parameter, estimating it, calculating the imprecision, and
considering the possible direction and magnitude of the bias. For rate ratios, the “bias
factor” (estimated rate ratio divided by the true rate ratio) is the parameter that captures
direction and magnitude of bias.2 In the case–control setting, the willingness to participate
(W) may or may not vary with a particular exposure. Expressed mathematically, the “bias
ratio” (WE, for the exposed, divided by WU for the unexposed) may or may not be 1.0, and
it may be different in cases (WEcase/WUcase) than in controls (WEcontrol/WUcontrol). The bias
ratio thus becomes WEcase/WUcase/WEcontrol/WUcontrol.

Several implications emerge immediately. A 70% response rate in cases and 60% in
controls could create almost no bias for one exposure yet large bias for another exposure
within the same study. Equal response rates in cases and controls offer no protection if the
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relevant correlates of nonparticipation are different in the sick
and the healthy, as they so often are. On the other hand, rather
poor response rates may be nothing to worry about if will-
ingness is essentially unrelated to exposure. Even if willing-
ness differs with exposure, bias still will not result unless this
tendency is stronger (or weaker) in cases than in controls.
This pattern is hard to gauge, but it is the real threat.

How Sensible is Sensitivity Analysis?
Careful investigation of the statistical structure of bias

has uncovered subtle features and variations of this central
paradigm and doubtless will yield more. We and our statis-
tically sophisticated colleagues should pursue this area.
Meanwhile, we all should exploit the simple insights uncov-
ered by the bias ratio and use sensitivity analyses to explore
the impact of plausible levels of differential response for a
particular exposure in a particular study. Sometimes, the
exposure in question (even just the simplest yes/no version of
exposure) has been measured in another study with a high
response rate. The established correlates of the exposure then
can inform the model of the probable determinants of non-
response. With such a model, a range of the likely risk ratios
or other effect estimates can be constructed. Second, if the
effect parameters in one study agree closely with those from
studies with other designs, one can take some comfort.

Another tack is to exploit contrasts within the study.
One might look across related exposures within the study for
signs of distortion. For example, if the rate ratio estimates for
coffee and smoking in a case–control study closely resemble
those in the larger literature (even if these are otherwise
uninteresting parameters), one might be slightly reassured for
estimation of alcohol. If a subset of our study population had
better response, for example, among the women or in the
Midwest, one should examine whether the estimates differ
between the higher response and lower response subsets.

Although sensitivity analysis always carries less au-
thority than accurate direct measurement, such analysis can
sharpen the interpretation of the results. With solid and
relevant ancillary data on the likely values of the components
of the nonresponse bias ratio, the exercise approaches stan-
dardization. With flimsy data or information peripheral to the
problem, it dissolves into handwaving.

Are Biomarkers Different?
With carefully measured molecular exposures, one gets

closer to the presumed causal nexus, so epidemiologic re-
searchers, reviewers, and even editors sometimes give “wet
epidemiology” a pass on the problem of nonresponse. We
should know better than to assume that ignorance protects us.
It is not impossible that willingness to participate could vary
with a particular polymorphism. It is reassuring that the first
report3 of such effects found no evidence of participation
differential for 108 polymorphisms, 8 haplotypes, and 9–15
short tandem repeats in data on 2955 individuals in 3 studies,
but much more research is needed. Typically, true nonpar-
ticipation has to be inferred using a variety of proxy measures
such as late responders who have to be contacted many times
or who require extra incentives to participate, or people who
are unwilling to give blood but willing to give buccal cell

specimens, or people who participate during an early phase of
the study with poorer response rates compared with those
during a later phase with good rates, or people with genetic
material from an early study who decline later participation.
Not one of these strategies is fully satisfying, but all of the
quantitative or semiquantitative information we can collect
will help with a reasoned interpretation of the findings from
molecular epidemiology.

What Practical Steps can Raise Participation?
Current literature shows wide variation in the magni-

tude of effects of key factors on response rate, but a rather
clear overall pattern emerges.4–14 The salience of the topic
exerts the strongest effect on willingness. Incentives enhance
response, especially incentives given early in the recruitment
process. Personality, training, and experience of the recruiter
have major effects, whereas demographic attributes have
lesser effects, depending more on the specific setting. House-
to-house or other in-person approaches typically (but not
uniformly) elicit higher response than initial telephone con-
tacts, but they are more expensive and harder to monitor for
quality assurance.

Molecular epidemiology presents its own challenges.
Anecdotal information from dozens of epidemiologists con-
ducting studies now suggests that each a small change in
practice (eg, raising levels of incentives, moving incentive
payment to earlier, retraining staff, streamlining procedures,
reducing time or burden of the interview) can make a mar-
ginal improvement. There are no simple solutions. Whatever
the strategy, it does not appear possible today to achieve
response rates as high as the best efforts 15 years ago.

Is Telephone-Based Interviewing, Recruitment,
or Sampling Still Viable?

Epidemiologists confront several distinct and largely
countervailing changes in telephone patterns. Mobile phones
and multiple landlines make it easier to reach respondents
who are willing to be interviewed by phone. Computer-
assisted telephone interviewing (CATI) permits branching,
online table lookups, and other features that produce a very
flexible and powerful questionnaire.

If persons have already been selected and recruited, the
telephone interview may work better than even before. How-
ever, appropriate selection and successful recruitment are 2
big “ifs.” The telephone no longer provides us with a ser-
viceable sampling frame. We can no longer rely on a rough
equation of one working residential phone number per house-
hold, although the household is the underlying basis of
random-digit dialing (RDD) as a means of selecting a sample
of the general population. Original RDD schemes have been
adapted over time (eg, with assistance from lists), but the
current challenge seems more fundamental. Without radical
changes, we soon will not be able to use telephones to draw
good approximations of samples of the general population.

The changes in telecommunications, marketing, and
culture have also undermined the use of the telephone for
recruitment. Indeed, the use of the telephone to recruit people
(with a known telephone number) into a study hangs by a
thread. It can work in settings with very good staff, but it is
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getting harder and more expensive. The best approach seems
to be to approach people by several avenues, for example, by
sending a letter or an e-mail as well as telephoning. Recruit-
ment through telephone will not get easier. More likely, it
will coexist, at least for awhile, with the other approaches.

Should We “Keep Those Cards and Letters
Coming”?

Postcards and letters for recruitment and retention
remain valuable.8,10,13 Likewise, self-administered question-
naires have their place. We are learning that the appearance
of these hard-copy materials matter greatly as people sort the
wheat from the chaff in the large volume of mail solicitations
that stuff their mailboxes. Big envelopes and special delivery
help, as do signatures and letterheads from respected institu-
tions. We keep learning again and again that long, boring, or
confusing letters and questionnaires get the poor response
they richly deserve, no matter how crisp the printing.

Has the Web Replaced the Printed Page and
the Telephone? Will it?

A look into the not-so-distant future suggests that cards
and letters will perform best when bundled with other ap-
proaches in a polite but persistent attempt to get through the
chatter of modern life. Postal questionnaires will also survive,
but they too will be bundled with options to enter the data
through telephone or web. The hard copy will serve to assure
the participant that the scope is modest and the questions are
clear and easy to answer. Then actual assessment can be done
by any convenient mode. For instance, the web will play a
greater role in data collection by allowing respondents flex-
ibility in when and where they answer questions. It is also
very likely to improve follow-up of cohorts.

Web-based data collection is young but growing fast.
By contrast, web-based selection basically has not begun, at
least not to the standards of most epidemiologists. As online
coverage and crossindexing of e-mail addresses with other
identifiers grow, the Internet may emerge as an alternative
selection frame. For now, the unrepresentative nature of the
online world and various double-counting problems make
selection based on e-mail addresses an area to develop and to
watch but not yet a tool to use.

Finally, the new technology of the web is almost certain
to meld with the old technology of dwelling-based selection.
It should eventually become feasible to use satellite surveys
of places and classic multistage sampling, now used in RDD,
to select defined dwellings at random and in advance.

In summary, if the problem at hand requires a popula-
tion-based design, then the investigator must consider every
available trick to get adequate response. Pretests and pilot
studies will disclose the likely costs and benefits of various
maneuvers. Ancillary data might be collected to characterize
all the nonresponders, or a random sample of them, especially

on the variables of interest. Occasionally, one can use a
tandem approach of measuring some effects both in the
setting with the likely-to-be-poorer response rates (but more
detail, for example) and in a setting with excellent response
(but less detail). As ever, the researcher would do well to
imagine the discussion section of the published results before
going into the field.
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